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Abstract:

Machine learning has become a powerful tool in real applications such as decision making, sentiment prediction and ontology engineering. In the form of learning strategies, machine learning can be specialized into two types: supervised learning and unsupervised learning. Classification is a special type of supervised learning task, which can also be referred to as categorical prediction. In other words, classification tasks involve predictions of the values of discrete attributes. Some popular classification algorithms include Naïve Bayes and K Nearest Neighbour. The above type of classification algorithms generally involves voting towards classifying unseen instances. In traditional ways, the voting is made on the basis of any employed statistical heuristics such as probability. In Naïve Bayes, the voting is made through selecting the class with the highest posterior probability on the basis of the values of all independent attributes. In K Nearest Neighbour, majority voting is usually used towards classifying test instances. This kind of voting is considered to be biased, which may lead to overfitting. In order to avoid such overfitting, this paper proposes to employ a nature and biology inspired approach of voting referred to as probabilistic voting towards reduction of bias. An extended experimental study is reported to show how the probabilistic voting can manage to effectively reduce the bias towards improvement of classification accuracy.
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1. Introduction

Machine learning approaches have become increasingly popular in real world applications such as multi-criteria decision making [1], sentiment analysis [2] and ontology engineering [3]. In the form of learning strategies, machine learning approaches can be divided into two special types: supervised learning and unsupervised learning. Supervised learning means learning with a teacher, i.e. data used in the training stage is labelled. In practice, supervised learning can be involved in classification and regression tasks. Classification is also known as categorical prediction due to the fact that the aim of this type of tasks is to predict the values of discrete attributes. Similarly, regression is also known as numerical prediction due to the fact that this type of tasks aims to predict the values of continuous attributes. Unsupervised learning generally means learning without a teacher, i.e. data used in the training stage is unlabelled. In practice, unsupervised learning can be involved in association and clustering tasks. Association is aimed at identifying any correlations between different attributes and clustering is aimed at grouping of objects on the basis of their similarity.

This paper focuses on classification tasks. Some popular classification algorithms include Naïve Bayes [4] and K Nearest Neighbour [5]. Naïve Bayes belongs to Bayesian learning because this algorithm is designed through use of Bayes theorem [6]. K Nearest Neighbor belongs to lazy learning due to the fact that learning is not started until there are any unseen instances loaded into computer memory. In general, learning algorithms, like Naïve Bayes and K Nearest Neighbor, involve voting towards classifying any unseen instances. For example, Naïve Bayes manages to make the weighted voting through selecting the class with the highest posterior probability given on the basis of the values of all independent attributes from the training data. Similarly, K Nearest Neighbor typically employs majority voting towards classifying unseen instances. The above types of voting are considered to be biased, which may lead to overfitting of training data [7]. In order to avoid such overfitting, this paper proposes to employ a probabilistic voting, which is inspired by nature and biology, towards reduction of bias.

The rest of this paper is organized as follows: Section 2 presents some theoretical preliminaries which include illustration of the essence of Naïve Bayes and K Nearest Neighbour algorithms. Section 3 presents the nature and biology inspired approach of voting referred to as probabilistic voting and justifies how this voting is effective towards reduction of bias. Section 4 reports an experimental study for validation of the above proposed approach and analyses the results obtained. Section 5 summarizes the contribution of this paper and suggests further directions.
2. Theoretical Preliminaries

Section 1 pointed out the limitations of the voting strategies that are involved in classification algorithms such as Naïve Bayes and K Nearest Neighbour. This section presents theoretical preliminaries relating to Bayes Theorem, distance measures as well as the essence of Naïve Bayes and K Nearest Neighbour algorithms.

2.1. Bayes Theorem

Bayes theorem, which is essentially used in Bayesian learning [7], is stated mathematically as equation (1):

\[ P(Y \mid X) = \frac{P(Y) \cdot P(X \mid Y)}{P(X)} \]  

where X and Y are two events:

- P(X) is read as the probability that event X occurs to be used as evidence supporting event Y.
- P(Y) is read as the prior probability that event Y occurs on its own.
- P(Y[X] is read as the posterior probability that event Y occurs given that event X truly occurs.
- P(X|Y) is read as conditional probability that event X occurs subject to that event Y must occur.

2.2. Distance Measures

In K Nearest Neighbour algorithm, distance measures are mainly used to estimate the similarity between a training instance and a test instance. Some popular metric distances, according to [8], include Euclidean Distance, Manhattan Distance, Maximum Distance, Minkowski Distance and Mahalanobis Distance. These measures are illustrated in the following:

Euclidean Distance is used to measure the distance between two points in a Euclidean space. The distance can be calculated in the way following equation (2):

\[ D(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \]  

Where \( n \) is the dimensionality (the number of attributes) and \( i \) is the index of the attribute. For example, if the data is in two dimensions, then the equation (2) can be rewritten as equation (3) as follows:

\[ D(x, y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2} \]  

Manhattan Distance is defined in [9] as “the distance between two points measured along axes at right angles” in two dimensional data and can be calculated as shown in equation (4):

\[ D(x, y) = |x_1 - y_1| + |x_2 - y_2| \]  

In terms of high dimensional data, equation (4) can be generalized to equation (5):

\[ D(x, y) = \sum_{i=1}^{n} |x_i - y_i| \]  

Maximum Distance is defined to be the maximum value of the distances between the coordinates of two points as illustrated in equation (6) below:

\[ D(x, y) = \max_{0 \leq i \leq n}|x_i - y_i| \]  

Minkowski Distance, which is also referred to as L_p-norm, can be calculated in the way following equation (7):

\[ D(x, y) = \left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{\frac{1}{p}} \]  

where \( p \) is read as the order of Minkowski Distance. In fact, the Minkowski Distance is essentially viewed as a generalization of Euclidean Distance, Manhattan Distance and Maximum Distance [8]. For example, while \( p=2 \), equation (7) applies to Euclidean Distance.

Mahalanobis Distance is defined as a measure of similarity between two points of the same distribution with a covariance matrix [10] and the distance can be calculated following equation (8):

\[ D(x, y) = \sqrt{(x - y)^T S^{-1} (x - y)} \]  

where \( x \) and \( y \) are two points and \( S \) is read as the covariance matrix regarding the distribution of \( x \) and \( y \) [11].

2.3. Naïve Bayes

As mentioned in Section 1, Naïve Bayes is a particular method of Bayesian learning. The learning outcome of Naïve Bayes is to find the class that has the highest posterior probability given all input attributes with their values as the joint condition. The learning strategy of this algorithm is in the following procedure based on Bayes theorem:

Step 1: Calculating the posterior probability of each class given each attribute with its value \( P(y = c_k \mid x_i = v_{ij}) \) on
the basis of training instances, where \( y \) is the class attribute, \( c_k \) is the \( k^{th} \) class label of \( y \), \( x \) is the input attribute, \( i \) is the index of the \( x \) and \( v_{ij} \) is the \( j^{th} \) value of \( x_i \).

**Step 2:** Calculating the posterior probability of a class:

\[
\prod_{i=0}^{n} P(y = c| x_i = v_i),
\]

where \( i \) is the index of the attribute and \( n \) is the number of attributes.

**Step 3:** Assigning the test instance the class that has the highest posterior probability on the basis of all the attribute values.

Table 1 shows an example for illustration of the above procedure of Naïve Bayes.

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Following Step 1 of the procedure illustrated above, the posterior probability of each class given each attribute with its value is listed below:

- \( P(y=0|x_1=0) = 0.33 \), \( P(y=1|x_1=0) = 0.67 \),
- \( P(y=0|x_1=1) = 0.5 \), \( P(y=1|x_1=1) = 0.5 \),
- \( P(y=0|x_2=0) = 0.5 \), \( P(y=1|x_2=0) = 0.5 \),
- \( P(y=0|x_2=1) = 0.33 \), \( P(y=1|x_2=1) = 0.67 \),
- \( P(y=0|x_3=0) = 0.5 \), \( P(y=1|x_3=0) = 0.5 \),
- \( P(y=0|x_3=1) = 0.33 \), \( P(y=1|x_3=1) = 0.67 \).

Following Step 2 of the above procedure, the value of \( y \), when \( x_1 = 1 \), \( x_2 = 1 \) and \( x_3 = 1 \), is essentially calculated in the following way:

- \( P(y=0|x_1=1, x_2=1, x_3=1) = P(y=0|x_1=1) \times P(y=0|x_2=1) \times P(y=0|x_3=1) = 0.5 \times 0.67 \times 0.67 \); 
- \( P(y=1|x_1=1, x_2=1, x_3=1) = P(y=1|x_1=1) \times P(y=1|x_2=1) \times P(y=1|x_3=1) = 0.5 \times 0.33 \times 0.33 \).

Following Step 3 of the above procedure, the following implication is made:

- \( P(y=1|x_1=1, x_2=1, x_3=1) > P(y=0|x_1=1, x_2=1, x_3=1) \Rightarrow y = 1 \).

Therefore, the test instance is assigned the value of 1 for \( y \).

### 2.4. K Nearest Neighbour

As mentioned in Section 1, K Nearest Neighbor is a method of lazy learning. The learning outcome of this algorithm is to assign the test instance the class which is the most commonly occurring from the \( k \) instances chosen from the training set. The learning strategy of this algorithm is in the following procedure:

**Step 1:** Choosing a method of measuring the distance between two points, e.g. Euclidean Distance.

**Step 2:** Determining the value of \( K \), i.e. the number of training instances being selected.

**Step 3:** Finding the \( k \) instances (data points) that are closest to the given test instance.

**Step 4:** Identifying the majority class that is most commonly occurring from the \( k \) instances chosen at step 2.

**Step 5:** Assigning the test instance the majority class identified at step 3.

Fig. 1 shows an example for illustration of the above procedure of K Nearest Neighbour.

In the above example, the value of \( K \) is determined to be 5 and there are two possible classes (positive and negative) towards classifying the test instance. As shown in Fig.1, the five instances, which are closest to the test instance in terms of Euclidean Distance, are surrounded within a circle. In particular, there are four positive instances and one negative instance among the chosen ones. Therefore, the positive class is finally selected through majority voting towards classifying the above test instance.
3. Nature and Biology Inspired Voting

Section 1 pointed out the issue that voting involved in learning algorithms like Naïve Bayes and K Nearest Neighbour could increase the bias resulting in overfitting of training data. This section proposes a nature and biology inspired voting, which is referred to as probabilistic voting. The advances leading to reduction of bias are also justified in this section.

3.1 Key Features

The probabilistic voting is considered to be inspired by nature and biology since the voting is made on the basis of the hypothesis that the best chance of being selected towards classifying an unseen instance. In other words, it is not guaranteed that the class with the highest probability will definitely be selected for being assigned to the unseen instance. The essence of the probabilistic voting is illustrated as follows:

Step 1: Calculating the probability $P_i$ for each single class $i$.

Step 2: Calculating the total probability $P$ for all classes.

Step 3: Calculating the probability weight $W_i$ for each single class $i$, i.e. $W_i = p_i / P$.

Step 4: Randomly selecting a single class $i$ with the probability $W_i$ for being assigned to the unseen instance.

Based on the example shown in Table 1, the probability $P_i$ for each single class $i$ is listed below:

- $P(y=0|x_1 = 1, x_2 = 1, x_3 = 1) = P(y=0|x_1 = 1) \times P(y=0|x_2 = 1) \times P(y=0|x_3 = 1) = 0.5 \times 0.33 \times 0.33 = 0.05405$;
- $P(y=1|x_1 = 1, x_2 = 1, x_3 = 1) = P(y=1|x_1 = 1) \times P(y=1|x_2 = 1) \times P(y=1|x_3 = 1) = 0.5 \times 0.67 \times 0.67 = 0.04489$;

Following Step 2 in the above procedure, the total probability $P$ is $0.09894 = 0.05405 + 0.04489$;

Following Step 3 in the above procedure, the probability weight $W_i$ for each single class $i$ is listed below:

- For class 0, $W_0 = 0.05405 / 0.09894 = 0.5463$
- For class 1, $W_1 = 0.04489 / 0.09894 = 0.4537$

Following Step 4 in the above procedure, an unseen instance is classified by probabilistic selection of one of the classes.

3.2 Justification

The probabilistic voting illustrated in Section 3.1 is very similar to the natural selection as one step of the procedure of Genetic Algorithms [12]. In particular, the selection of a class involved in Step 4 of the procedure of the probabilistic voting is inspired by the Roulette Wheel Selection [13].

The motivation of proposing the probabilistic voting is to make the voting based classification more natural. In this way, bias originated from learning algorithms would be reduced effectively leading to reduction of overfitting of training data. In fact, it is fairly difficult to guarantee that the training data collected for a classification task is complete. For voting based classification algorithms such as Naïve Bayes and K Nearest Neighbor, the incompleteness of training data is very likely to result in bias towards selecting the class with the highest probability or frequency for classifying test instances. In other words, the probability or frequency for each class is estimated on the basis of any collected data and thus needs to be considered to be empirical rather than truly precise. This is very similar to the human reasoning approach that people generally make decisions and judgements based on their previous experience without the guarantee that the decisions and judgements are absolutely right. From this point of view, it is thus difficult to guarantee that the most frequently occurring class on the basis of the collected training data is the most accurate one being selected towards further classifying any test instances.

In particular, when the training data is imbalanced or even contains any noise, it is very likely to occur that a test instance is assigned a wrong class due to selecting the most frequently occurring class on the basis of the training data. For example, as shown in Fig.1, there are five training instances, four of which are positive, inside that circle. On the basis of the given training data, the test instance is finally assigned the positive class through majority voting. In reality, it is fairly possible that there are more negative instances supposed to be located inside the circle but unfortunately these negative instances have not been found or collected. Also, it is fairly possible that there are positive instances supposed to be outside the circle due to presence of noise, i.e. the coordinates of the points may be incorrectly recorded.

However, as inspired by nature and biology, the most frequently occurring class mentioned above can fairly be considered to have the best chance to contribute towards accurately classifying test instances, especially when the above conjecture concerning imbalanced and noisy training data cannot be proved in a reasonable way.

A more detailed experimental study of the probabilistic voting is reported in Section 4 and the obtained results are analysed critically and comparatively.
4. Experimental Setup and Results

The probabilistic voting approach illustrated in Section 3 is validated in an experimental study, and is compared with the majority voting and weighted voting, in terms of their impact on accuracy, while voting based algorithms are selected for classification tasks. In particular, Naïve Bayes and K Nearest Neighbour algorithms are chosen as the representatives of the voting based classification methods due to their popularity in practical applications.

The experiments are conducted by using 15 data sets retrieved from the UCI repository [14]. The characteristics of these data sets are illustrated in Table 2. The results are discussed in both quantative and qualitative terms.

<table>
<thead>
<tr>
<th>TABLE 2 DATA SETS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Name</strong></td>
</tr>
<tr>
<td>anneal</td>
</tr>
<tr>
<td>audiology</td>
</tr>
<tr>
<td>autos</td>
</tr>
<tr>
<td>breast-cancer</td>
</tr>
<tr>
<td>breast-w</td>
</tr>
<tr>
<td>colic</td>
</tr>
<tr>
<td>credit-a</td>
</tr>
<tr>
<td>credit-g</td>
</tr>
<tr>
<td>ecoli</td>
</tr>
<tr>
<td>glass</td>
</tr>
<tr>
<td>heart-c</td>
</tr>
<tr>
<td>heart-h</td>
</tr>
<tr>
<td>heart-statlog</td>
</tr>
<tr>
<td>hepatitis</td>
</tr>
<tr>
<td>ionosphere</td>
</tr>
</tbody>
</table>

The above data sets are chosen by considering the computational constraints due to the disadvantage of K Nearest Neighbour algorithm that it may perform poorly in terms of efficiency if the training data is large [15]. In fact, all the training instances must remain loaded into the computer memory during the testing stage so that any upcoming test instances can be classified eventually by going through the entire training set of instances. On the basis of the above consideration, all of the above chosen data sets have the dimensionalities lower than 100 and less than or equal to 1000 instances. In addition, the chosen data sets contain both discrete and continuous attributes. This is in order to study the extent to which the probabilistic voting can impact on classification accuracy for data with both types of attributes.

The experimental study is conducted by splitting each data set into a training set and a test set in the ratio of 70:30. For each data set, the experiment is repeated 10 times and the average of these accuracies is taken for comparative validation. As mentioned earlier, the K Nearest Neighbour algorithm could usually have a poor performance on large training data in terms of computational efficiency. Therefore, cross validation is not adopted in this study. In addition, the value of K for the K Nearest Neighbour algorithm is chosen to be 5 as this is one of the popular settings for relatively small data sets. Euclidean Distance is used to measure the similarity. The results are presented in Table 3.

<table>
<thead>
<tr>
<th>TABLE 3 CLASSIFICATION ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data set</strong></td>
</tr>
<tr>
<td>anneal</td>
</tr>
<tr>
<td>audiology</td>
</tr>
<tr>
<td>autos</td>
</tr>
<tr>
<td>breast-cancer</td>
</tr>
<tr>
<td>breast-w</td>
</tr>
<tr>
<td>colic</td>
</tr>
<tr>
<td>credit-a</td>
</tr>
<tr>
<td>credit-g</td>
</tr>
<tr>
<td>ecoli</td>
</tr>
<tr>
<td>glass</td>
</tr>
<tr>
<td>heart-c</td>
</tr>
<tr>
<td>heart-h</td>
</tr>
<tr>
<td>heart-statlog</td>
</tr>
<tr>
<td>hepatitis</td>
</tr>
<tr>
<td>ionosphere</td>
</tr>
</tbody>
</table>

NB: NB II and KNN II mean that Naïve Bayes and K Nearest Neighbour employ probabilistic voting for final classification. Otherwise, majority voting or weighted voting is employed.

For K Nearest Neighbour algorithm, the experiment study also includes the investigation of how the change of the K value would impact on classification accuracy while using any one of the two voting methods namely majority voting and probabilistic voting. The results concerning these two voting methods are compared as shown in Fig.2.

![Figure 2 Performance of KNN with different K values](image-url)
Table 3 shows that for both Naïve Bayes and K Nearest Neighbour the probabilistic voting manages to increase the classification accuracy in comparison with the other two voting strategies in most cases. In particular, for Naïve Bayes, the probabilistic voting manages effectively to achieve higher accuracy than the weighted voting does in 14 out of 15 cases, except for the case on credit-g data set that the accuracy is the same while the two voting methods are compared. For K Nearest Neighbour, there are 12 out of 15 cases that the probabilistic voting manages effectively to achieve higher accuracy than the majority voting and 2 cases that the two voting methods perform the same. In addition, Fig.2 shows that for K Nearest Neighbour the probabilistic voting usually manages to achieve higher accuracy than the majority voting does while the K value is changed incrementally from 2 to 5. It can also be seen in Fig.2 that the probabilistic voting generally manages to keep a similar level of variance or even a lower level of that in comparison with the majority voting.

5. Conclusions

This paper has proposed a nature and biology inspired voting referred to as probabilistic voting. The experimental results show that the proposed voting can effectively manage to increase the classification accuracy in comparison with the weighted voting and majority voting, while Naïve Bayes and K Nearest Neighbour are used as the classification algorithms. The results also indicate that the probabilistic voting can generally lead to reduction of bias originated from algorithms and thus overfitting of training data can be avoided to some extent, due to the advantages of natural selection that is involved in the probabilistic voting. However, voting is also popularly involved in ensemble learning approaches such as Bagging [16], which indicates that similar issues concerning the voting strategies may also arise with such ensemble learning approaches. Therefore, it is worth to investigate the probabilistic voting further towards advancing the ensemble learning approaches through reduction of bias on final voting.
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